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Current policy debate over the best solutions 
to cybersecurity vulnerabilities and the appropriate 
organizations to implement them presents the American 
public with false choices. Who should lead the discovery 
effort—the Department of Defense or the Department of 
Homeland Security? What is the US government’s proper 
role in cybersecurity, legislating standards or providing 
solutions? In most of the debates, additionally, the advertised 
options address the wrong choices. This is a consequence of 
incorrectly identifying the nature of the cyber environment. 
More holistic, effective, and enduring solutions are only 
feasible when policymakers recognize the complex nature of 
the cyber system and appropriately consider lessons from the 
fields of complexity theory and natural security. The most 
applicable lessons comprise shifting the current weight of effort 
from security to response and decentralizing responsibilities 
throughout the system to foster more adaptable organizations.
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Introduction

The danger of cyber-attacks will equal or surpass 

the danger of terrorism in the foreseeable future.

Former FBI Director Robert S. Mueller III 
Testimony before the Congress, January 31, 2012 1

Sometime in the very near future...

Suddenly there is nothing. What began as 
a typical Friday night in New York City—widely 
planned revelry and ubiquitous celebration—
turns to darkness in an instant. Regional power 
administrators discover similar outages throughout 
the US northeast and mid-Atlantic regions. 
Emergency generators at strategic operations 
centers kick in, conference calls ensue, and media 
inquiries pour in. Soon, private operators and 

government officials isolate the 
source of the widespread outage: a 
cyber attack. Investigators uncover 
the cause, malicious code from an 
unknown source. 

Physical consequences cas-
cade. Officials continue to in-
vestigate the cyber stimulus. As 
hours turn into days, the lack of 
electricity paralyzes the region 
and, for some, threatens the very 
base of Abraham Maslow’s Hierar-
chy of Needs—the physiological 
needs and safety concerns of all 
human beings. Water purification 
facilities shut down, hot summer 
days threaten lives, and fleeing 
residents and tourists jam dark 
intersections on evacuation routes, 
further complicating delivery of 

much needed water and fuel. Communications 
are severely degraded, hospitals scramble to keep 
emergency generators operational, and gas stations 
are unable to fuel stranded evacuators. 

Governors of affected states request, and 
quickly receive, major disaster declarations from 
the President. The traditional disaster response 
system kicks in and local, state, and federal officials 
collaborate to manage surging repercussions. In the 
midst of this process, citizens and policy-makers 
alike ask: With all of our focus on cybersecurity 

how did this happen? Who should manage our 
cyber response efforts? What cybersecurity lessons 
can we apply to future incidents to mitigate 
consequences? And, finally, who should manage 
these future security efforts?

Currently, the policy debate tends to focus 
on proactive cybersecurity. Most organs of the 
US government care nearly exclusively about who 
should lead its cybersecurity efforts, with leading 
voices split between assigning that responsibility to 
either the Department of Defense (DOD) or the 
Department of Homeland Security (DHS).2 This 
is a healthy debate with positive points on both 
sides, but it overshadows an ultimate solution for 
two reasons. 

First, many involved in the debate incorrectly 
assume cybersecurity is a specific destination or 
some static condition the nation can reach through 
an initial push of regulations and resources, and that 
it can be maintained with little additional effort. 
This logic fails to acknowledge the dynamic nature 
of the cyber environment and its classification 
as a complex system. Therefore, decision-makers 
continue to expend scarce resources attempting to 
secure a fundamentally insecure system.3 Heavy 
focus on static security risks missing the arguably 
more important issue: creating a resilient system 
able to absorb a shock and quickly return to its 
original state. This erroneous logic could lead to 
prioritizing security over response. 

Second, such misprioritization creates 
incentives for leaders to centralize authorities and 
responsibilities in federal departments and agencies. 
This trend negates an important lesson observable 
in nature, which suggests employing decentralized 
agents increases adaptability and resilience. 

This paper presents an argument for 
classifying the cyber environment as a complex 
system—one government ultimately cannot 
secure regardless of the amount of resources it 
applies toward the enterprise. For support of this 
conclusion, scholarship by David Snowden on 
complexity theory and the Cynefin Framework (a 
decision-making conceptual framework developed 
in 1999) explores this concept. Following a 
discussion on the impossibility of achieving cyber 
invulnerability, a case is made for refocusing much 
of the current cybersecurity effort into adaptable 
organizations better equipped to respond to cyber 
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events. Support for this recommendation leans 
on concepts emerging from the field of natural 
security, as best articulated by Rafe Sagarin. 
Finally, this paper will provide some concrete 
organizational recommendations for cyber 
response operations. Specifically, that the US 
government should expand its efforts to integrate 
private sector capabilities into the cyber operational 
environment. Additional recommendations 
include expanding the pool of non-governmental 
organizations (NGOs), and partnering with cyber 
volunteers and volunteer organizations, with which 
the government cooperates as a means to increase 
the effectiveness of interagency cyber operations.

Cyber as a Complex System

Before introducing the cyber environment 
as a complex, adaptable system, it is necessary to 
define some appropriate terms used in this paper. 
First, a system describes “a group or combination 
of interrelated, interdependent, or interacting 
elements forming a collective entity.” 4  

Snowden’s work in the area of complexity 
theory helps the reader derive the definition of 
a complex system. His framework categorizes 
systems under four umbrellas: simple, complicated, 
complex, or chaotic. The umbrellas are based on 
several traits. One of these is the relationship 
between the agents acting within a system and its 
overall behavior. Snowden also categorizes systems 
based on the relationship between cause and effect 
within them.5 These definitions are fundamental 
to understanding his “Cynefin Framework,” 
which attempts to help leaders determine the best 
problem-solving approach based on the context of a 

problem and the nature of the system it is impacting 
(cynefin is a Welsh word loosely translating to 
“place”). Figure 1 provides a graphical overview of 
the Cynefin Framework.

The framework is partially founded on 
ordered systems, wherein a system constrains the 
agents acting within it. Snowden breaks ordered 
systems into the “simple” and “complicated” 
categories, based on different relationships 
between cause and effect. For example, when this 
relationship is direct, measurable, and predictable, 
the Cynefin Framework describes it as simple.6 In 
a complicated system, though it still constrains its 
agents, the relationship between cause and effect 
is not as direct. The number of variables might 
preclude an observer from directly measuring, 
or predicting with any precision, the connection 
between cause and effect.7

In the simple category, where the bond 
between cause and effect is direct and predictable, 
the Cynefin Framework recommends a three-
phased problem solving approach: Sense the 
situation, categorize the facts, and respond 
appropriately.8 This approach is not unlike the 
observe, orient, decide, and act (OODA) loop 
created by Air Force Col John Boyd to describe 
the importance of speed in military decision-
making.9 Snowden calls this category the “domain 
of best practices” since the predictable relationship 
between cause and effect allows leaders to develop 
a toolkit of best practices and apply them under 
appropriate conditions.10

In complicated systems, the association 
between cause and effect is still strong, but the 
logical distance between the two often prevents 

Cynefin Category Simple Complicated Complex Chaotic

Characteristic Best Practice Good Practice Emergent Novel

Direct cause and effect? Yes No No No

Measurable? Yes Maybe No No

Predictable? Yes Maybe No No

Problem Solving Step 1 Sense Sense Probe Act

Problem Solving Step 2 Categorize Analyze Sense Sense

Problem Solving Step 3 Respond Respond Respond Respond

Figure 1: Overview of David Snowden’s “Cynefin Framework.” 
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observers from seeing it. In this category, multiple 
correct answers might exist, but none may emerge 
as the clear best choice. The Cynefin Framework, 
therefore, replaces the “categorize” step with 
“analyze.”  This implies the need for expertise in 
the subject area, which leads Snowden to dub the 
complicated category as the “domain of experts.”11 

Snowden also highlights logical errors 
common in each of the Cynefin categories. One of 
the dangers particularly common in this domain 
is what he terms “analysis paralysis,” where experts 
essentially deadlock their recommendations due to 
overly conditioned responses (borrowed from the 
simple category), bureaucratic interests, and egos.12

The opposite of an ordered system (whether 
simple or complicated) is a “chaotic” one, wherein 
elements act independently and are unconstrained 
by the system. In this Cynefin category, cause and 
effect relationships are so dependent on initial 

conditions that, for all intents 
and purposes, they do not exist.13 
Deemed the “novel” domain, the 
framework response for handling 
a chaotic system is action first, 
followed by sensing and then 
deliberately responding. 

Snowden also describes 
a fourth category where the 
system lightly constrains the 
agents, yet the agents also 
modify the constraining system. 
This give-and-take occurs in 

what he terms a “complex” system.14 In this 
category, the relationship between cause and effect 
becomes even more difficult to identify than in a 
complicated system. Indeed, Snowden contends 
the co-evolution of agents in a complex system 
essentially prevents one from identifying cause and 
effect relationships, even though they exist. 

In the complex category, the ultimate 
link between cause and effect is elusive. In fact, 
Snowden contends that the evolving nature of 
the system might prevent the determination 
of solutions without experimenting on them. 
Therefore, he recommends changing the problem-
solving steps to probe, sense, and respond. In this 
prescription, to probe means to conduct “safe-to-
fail” experiments and using results to inform next 
steps. In short, this framework advises leaders to 

avoid forcing a solution based on hindsight, and 
allowing data to reveal an acceptable course of 
action. Snowden, therefore, labels this category the 
“domain of emergence.”15

At first glance, it seems reasonable, using 
the Cynefin Framework, to view the cyber 
environment as an ordered system—complicated 
yet ordered. After all, what is the cyber environment 
but a networked group of machines? Indeed, the 
environment consists of machines that are highly 
ordered pieces of electronic gear constrained by the 
laws of physics and governed by strict instructions 
prescribed by operating systems and resident 
programs.

Looking deeper, however, it becomes evident 
that while one might consider individual code as 
simple and individual machines as complicated, 
when considered as a whole, the aggregated 
cyber environment must be considered complex. 
Ultimately, this is because machines, code, and 
networking infrastructure share their agency in a 
system with humans. 

Introducing human agents to the system 
presents multiple issues, but there are two primary 
factors which turn it into a complex system. The 
first is humans write the instructions governing 
computer behavior. At the same time, humans 
do not communicate with computers in their 
native tongue. Even the most experienced human 
programmers manipulate code that is several layers 
of abstraction above that which directs a machine’s 
behavior.16 Until humans learn to communicate 
with machines in their native tongue and eliminate 
the need for translations, there will always be a 
variance between what human programmers think 
they are telling a machine to do and what they are 
actually telling a machine to do. 

This variance creates unintended behaviors 
that by definition cannot be determined 
beforehand. Many of these unintended behaviors 
are expressed as vulnerabilities, leading to the 
second problem with human agents in the 
cyber system—vulnerabilities enable unwitting, 
curious, and sometimes nefarious humans to take 
advantage of them. As an example, disreputable 
actors, generally called hackers, routinely install 
malicious code on the machines of unsuspecting 
users by exploiting vulnerabilities in document 
readers, media players, and operating systems.17
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The cyber environment, therefore, is a 
system with multiple agents (humans, human 
organizations, machines, and networking 
infrastructure) operating in a loosely constrained 
environment. Each of these agents acts in ways 
that alter the system and its constraints. Not 
only do humans introduce unintended behaviors 
into the machines, but they also attempt to 
take advantage of resulting vulnerabilities. 
Furthermore, malicious acts spark humans to 
develop physical and electronic security measures 
that themselves further change the system—
including organizationally. These organizational 
changes are evident in the questions posed at the 
beginning of this article. Specifically, who should 
lead US government cybersecurity efforts? Before 

attempting to answer that, it should 
be noted that Snowden posits leaders 
must understand the context of the 
problem.

Based on the introductory 
scenario and the discussion of the 
Cynefin Framework, it should be clear 
that current efforts treat the cyber 
environment as a complicated system. 
Almost all governmental efforts in 
the arena follow the sense, analyze, 
and respond paradigm. Additionally, 
disagreement among cyber experts 
has effectively prevented movement 
along any cohesive course of action. 
Disputes over which government 
agency should lead the effort or 
debates on the utility of trusted 

computing modules, cloud computing, or risk 
management act as evidence to this end. If the cyber 
environment is in fact a complex system, however, 
many of these prescriptions are likely wrong. They 
focus on building more security versus developing 
systems and organizations that can conduct rapid 
experiments and quickly adopt emerging solutions. 

In essence, understanding the current cyber 
environment as a complex system should lead 
decision-makers to conclude that attempting a 
static, Maginot Line-style defense is futile. Based on 
the constantly evolving nature of the environment 
and insights from complexity theory, authorities 
should attempt instead to create systems and 
organizations capable of maneuver warfare.18 The 

natural follow-up question then becomes: How 
should authorities build adaptable capabilities and 
organizations? Ideas emerging from the field of 
natural security may provide some guidance.

Adaptability in Nature

An internet search on the term “Darwinism” 
returns approximately 9.6 million results. 
Performing a similar search using the phrase 
“survival of the fittest” yields many overlapping 
results. This seems to suggest many associate 
Darwin’s theory of natural selection with the 
concept that only the strongest or best organisms 
survive. This association, though, is wrong. 
When applied to a complex system like the cyber 
environment, this logic can waste scarce resources 
at best, and generate a false sense of security that 
invites catastrophe at worst.

A closer look at Darwin’s theory of natural 
selection expands upon the shorthand many 
took away from high school biology. Contrary 
to popular myth, Darwin never argued only 
the “fittest” organisms survive. He reasoned an 
organism did not have to be the best; it only had 
to be good enough. By good enough, he meant the 
greatest chance of survival and species propagation 
is conferred on those organisms most able to 
adapt to changing environments.19 The faster 
the environment changes, the faster successful 
organisms would have to adapt.

These two ideas—praising “good enough” 
and “adaptability”—form the foundation of what 
Dr. Rafe Sagarin has termed “natural security.”20 
In his 2012 inquiry on the topic, Learning from the 
Octopus, Sagarin begins with the two concepts and 
continues by describing those adaptation strategies 
observable in nature. In general, he finds organisms 
employing multiple, independently controlled 
processes for both sensing and responding are 
more successful than organisms whose similar 
functions are centralized.21  

As evidence, he proffers several examples. The 
two most appropriate for this discussion include 
camouflage techniques used by the octopus, and 
the human immune system. The octopus has been 
around for millennia and is, therefore, a model of 
adaptation. One of the reasons it has prospered is 
an impressive ability to change colors and blend in 
with its environment. The most instructive aspect 
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of this ability is that it occurs automatically, not as 
a higher-order response specifically controlled by 
the octopus. The octopus’s amazing camouflage 
skills are an autonomous function through which 
millions of skin cells independently sense the 
surrounding environment and react appropriately.22  

The human immune system provides a more 
anthropomorphic example where, subconsciously, 
the system detects foreign invaders and dispatches 
white blood cells to respond. Additionally, human 
immune systems evolve over time as they develop 
antibodies to previously encountered pathogens.23 
In short, the complex system we call nature favors 
adaptability and adaptability favors decentralized 
systems. 

Sagarin also highlights the benefits 
redundancy and symbiosis provide organisms 
in their quest for adaptability. Centipedes, for 

example, exhibit a relatively simple 
form of redundancy with their 
multiple legs.24 Regardless of cause, 
should any legs cease to function, 
the centipede is not left wanting 
for locomotion to escape a predator 
or find its next meal or mate. A 
more creative form of redundancy 
exists in beetles, which not only 
developed multiple legs, but whose 
legs serve multiple purposes.25

In symbiotic relationships, 
organisms create mutually bene-
ficial partnerships. Often, these 
partnerships form between species 

one would expect to compete against one another. 
Sagarin offers a specific example of small fish that 
eat parasites out the mouths of larger, normally 
more aggressive fish.26 The smaller fish gets a meal, 
and the larger fish gets rid of parasites. Both species 
win. Additionally, both parties conserve resources 
to apply to other challenges. Symbiosis, therefore, 
provides a natural example of the economic 
concept of comparative advantage. 

When applied to the concept of physical 
security or cyber security, an enhanced 
understanding of natural security advises decision 
makers to abandon efforts to create perfect defenses 
and concentrate on creating those which are 
good enough. Furthermore, these defenses must 
constantly adapt to the changing environment 

and their measure of merit should be response-
time. Natural security also suggests that in general, 
adaptability (e.g., resilience) increases when agents 
in a system are decentralized. Finally, Sagarin’s 
concepts inform leaders that redundancy and 
symbiosis are important adaptability strategies in 
nature. It is now possible to apply these concepts 
to building more resilience in the complex cyber 
environment.

Organizing for Cyber Resilience   

Lessons from complexity theory and security-
in-nature indicate that attempting to mount a 
static defense of any complex adaptive system like 
the cyber environment is destined to fail. This 
does not mean the government should abandon all 
cybersecurity efforts. To be sure, some defensive 
measures are necessary, but their ability to adapt 
to changing conditions should be the standard by 
which they’re qualified. Additionally, defensive 
exertions eventually reach a point of diminishing 
returns—the application of additional resources 
does not provide a proportional increase in security. 
Since static defensive measures are ineffective and 
further investment will never make them effective 
enough, the alternative is to settle on cybersecurity 
that is good enough and funnel the remaining 
resources into an adaptable system capable of 
responding to the inevitable breach. 

Cyber adaptability will not improve by 
centralizing power, budget, and control in a 
single or even a handful of organizations. To 
increase adaptability, it will be necessary to create 
redundancies. Admittedly, redundancy is a difficult 
term to sell to resource-deficient governments, but 
the concept of symbiosis discussed above offers a 
viable complement. Therefore, instead of building 
ever stronger and taller cyber walls, for example, 
it is necessary to build more flexible barriers and 
supplement them with a response force capable of 
neutralizing threats and patching defenses. Both 
the barriers and the response force must be able to 
probe the environment and preemptively respond 
to emerging threats.

The first step in this process is to shift focus 
from defending the indefensible to responding 
to the inevitable.27 Specifically, cyber actors must 
train more like emergency managers than security 
professionals. While most government efforts 
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still focus on security, recent trends point in the 
right direction. For instance, DHS, mimicking 
the Federal Emergency Management Agency’s 
(FEMA) response focus in the physical domain, 
has created the National Cybersecurity and 
Communications Integration Center (NCCIC) 
to coordinate response activities in the cyber 
domain.28 Forward-looking concepts such as 
FEMA’s Strategic Foresight Initiative have 
acknowledged the need for a paradigm shift from 
static to adaptable defenses and the growing need 
for emergency management disciplines.29 

Simply creating a national coordination 
center for cyber response, however, will not change 
the problem-solving philosophies of those within 
it. Cyber professionals need to generate a culture of 

response. In addition to professional 
courses such as those available 
through the Emergency Management 
Institute, nascent cyber emergency 
managers should internalize a central 
FEMA truism: Specifically, that every 
disaster is local, and every disaster is 
unique. This relatively simple axiom 
acknowledges disaster response 
(regardless of cause) usually occurs 
in the “complex” category of the 
Cynefin Framework. Additionally, it 
breeds an innate understanding that 
pre-packaged, best practice solutions 
will often fail. In this case, an agency’s 
culture pre-disposes professional 
emergency managers to probe 
their environment, sense emergent 
solutions and opportunities, and then 
act. In short, emergency managers’ 

experience with natural disasters (which cannot be 
prevented) has taught them that effectiveness and 
speed of response often trump defense.

The root cause of American cyber woes—
technology—might also offer means to refocus 
ineffective security efforts towards response. Cloud 
computing, in particular, promises to increase the 
speed of response efforts. Indeed, much of the 
current cyber response is hampered by a hodge-
podge of organizations that manage individual 
sovereign networks. 

An excellent example is the organization 
of computer networks in DOD, most of which 

are administered at the base or post level. This 
arrangement offers some advantages to individual 
commanders. Yet, when malware response re-
quires the installation of a security patch, the 
uncoordinated manner in which local security 
managers respond creates delays and additional 
vulnerabilities. In fact, the very act of announcing 
a new patch highlights the location of the 
vulnerability it seeks to correct. 

In essence, the longer the delay between 
patch creation and patch installation, the greater 
the likelihood an actor will exploit the vulnerability. 
Therefore, a broader network operating within 
a common cloud can decrease response time by 
allowing almost instant inoculation of the entire 
ecosystem. In addition to supporting more rapid 
patching, enterprise-level organizations can save 
approximately 40 percent on their computing 
costs.30 These organizations can then recapitalize 
the savings into other response activities or 
organizational needs. 

The second step to organizing for resilience 
is to incorporate the natural security precepts 
of decentralization, redundancy and symbiosis. 
Implied in this step is the recognition of other 
actors in the system. In the cyber environment 
these actors include not only various government 
departments and agencies, but also the vast 
private sector (which owns the majority of the 
United States’ critical infrastructure), volunteer 
organizations, and individual citizens.31  

One might initially conclude centralizing 
coordination responsibility in the NCCIC is 
counter to the decentralization ideal. The makeup 
of the NCCIC and the contents of the National 
Cyber Incident Response Plan (NCIRP), however, 
acknowledge the importance in decentralized 
execution of a centrally coordinated, if not centrally 
controlled, plan.32 More specifically, just as FEMA 
has incorporated private sector representatives 
into its response activities at the state, regional, 
and national levels, the NCCIC has adopted a 
similar approach. Representatives of private sector 
corporations participate in the NCCIC’s daily 
watch activities and help coordinate response 
actions when required. During steady state and 
crisis periods, this provides an important pathway 
for the federal government to provide intelligence 
and warning information to the private sector 
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while conversely encouraging the private sector to 
communicate technical capabilities and solutions 
back to the government. Additionally, the NCIRP 
codifies a tiered cyber response system much like 
the National Response Framework (NRF) has 
done for the physical response system. While not 
as mature as the NRF, the decentralized execution 
described in the NCIRP attempts to mimic 
the “whole of community approach” sought in 
emerging, physical response doctrine.33

Regardless, decentralization, redundancy, 
and symbiosis can and should increase. This 
will demand more independent agents capable 
of conducting “safe-to-fail” experiments in the 
system. Since it is unlikely that a highly centralized, 
efficient (and accountable) system can effectively 

conduct rapid experimentation, 
the cyber community should 
adopt another tactic from the 
physical response communi-
ty. Specifically, the NCCIC 
should attempt to enhance its 
relationship and increase its 
connections with the volunteer 
community. 

As an example, FEMA 
maintains excellent coordina-
tion with a number of volunteer 

organizations through a group called National 
Volunteer Organizations Active in Disaster 
(NVOAD). This umbrella group was founded 
in 1970 to alleviate coordination problems its 
seven founding charities experienced in their 
response to Hurricane Camille in 1969.34 Today, 
the organization boasts over 50 member charities 
at the national level, as well as several corporate, 
government, and academic partners.35 The 
primary government partner is FEMA, which 
communicates response needs to NVOAD, 
which in turn communicates these needs to its 
membership. NVOAD member charities then 
conduct the response activities in a coordinated 
manner. 

Many readers might initially question the true 
capabilities, capacity, and endurance of volunteers. 
This would be a mistake. The overwhelming 
volunteer response to the 2011 tornadoes in the 
Midwest are a good counter to that assertion. In 
Joplin, Missouri alone, a town with approximately 

50,000 residents, more than 80 volunteer groups 
logged 126,000 volunteer days and approximately 
750,000 hours supporting response and recovery 
operations. In fact, there were so many volunteers 
that volunteer organizations sprang up to manage 
the volunteers. These individuals did not just 
show up just to be counted. They provided critical 
services such as debris removal, feeding, sheltering, 
and rebuilding.36   

Volunteers exist in the cyber environment, 
also. Indeed, groups comprising white hat hackers, 
concerned cyber specialists, and even industry 
consortia have emerged as needs have grown. 
An excellent example is the working group that 
initially detected and fought the nagging Conficker 
worm in 2010.37 Additionally, multiple competing 
information technology companies formed the 
Industry Consortium for the Advancement of 
Security on the Internet to share vulnerability 
information.38 To increase resiliency through de-
centralization, redundancy, and symbiosis, the 
government must expand their efforts to partner 
with similar organizations.

The NVOAD example offers a useful 
model. While NOVAD is currently limited to 
the physical domain, a similar blanket group 
could harmonize the activities of cyber-focused 
volunteer organizations or individuals. Much 
like the NVOAD arrangement, even though 
no government agency would control volunteer 
efforts, the government could influence activities 
by provisioning a needs or challenge list. Indeed, 
natural security research suggests organisms 
respond better to challenges than directives.39 
Communication with these cyber volunteer 
organizations (CVOs) would allow government 
officials visibility into their operations, in turn 
offering interagency leaders the ability to focus 
limited public resources elsewhere.  

A primary barrier to such an arrangement has 
traditionally been security classification guidelines 
and false assumptions about the motives of cyber 
savvy activists.40 Too often, governments assume 
all hackers are nefarious actors and therefore 
attempt to hide vulnerabilities behind classified 
walls. This practice makes sense in certain security 
scenarios. When responding to a cyber attack 
similar to the one described at the beginning of this 
paper, attempting to hide one’s (already exploited) 
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vulnerability seems a bit too late. Therefore, the 
costs of communicating current response needs 
are probably less than the likely benefits of gaining 
access to a more diverse network of probing, 
sensing, and responding minds.

Summary

US federal government departments 
and agencies have spent too much time in the 
cyber domain asking “who,” and not enough 
time defining “what.” A majority of the debate 
bandwidth associated with cyber issues is consumed 
by arguments over which agencies lead and which 
agencies follow. These are important questions, 
but they crowd out a more essential discussion 
about what these cyber efforts actually are or 
should be. Starting with: who leads organizations 
to consider solutions based on their own 
information frameworks, culture, and bureaucratic 
imperatives? The answers are generally based on 

imperfect metaphors and attempt 
to apply variations of pre-existing 
capabilities to new problems. For 
cyber, however, many of these 
metaphors fall short. This problem-
solving technique demonstrates that 
most organizations have incorrectly 
identified the cyber environment 
as a simple or complicated system 
where best practices rule.

The nature of complex 
systems makes it clear that the cyber 
environment is better described as 

a complex system. Consequently, policymakers 
should focus more on response than security. This 
is not to say security is unimportant. Certainly, 
society’s connectedness magnifies associated 
vulnerabilities, and therefore everyone with 
access to a computer should engage in practices 
which increase cybersecurity. Digging deeper, 
one determines invulnerability is impossible, so 
everyone at some time will be forced to respond to 
a cyber event. The only remaining variables are the 
effectiveness and speed of that response. 

Moving resources from security to response 
will not be easy. Few government officials or 
CEOs will relish addressing their constituents or 
shareholders with a “stuff happens” message. On 
the contrary, pressures will likely push leaders in 

the opposite direction—especially if basic services 
such as electricity are absent for extended periods.

Difficulty, however, does not equal 
impossibility. Leaders can and should engage 
their stakeholders in a more enlightened debate 
about cyber issues. This debate should include 
the accurate portrayal of the complex nature 
of the cyber environment. These leaders should 
emphasize that the United States has faced similar 
complex problems in the past and has developed 
actionable lessons and responses. These lessons 
occur naturally all around us. 

Citizens understand government cannot 
prevent hurricanes. Therefore, their ire is raised not 
by the event, but by delayed or ineffective response 
efforts. Additionally, they accept the inherent 
risks of hurricanes and attempt to mitigate this 
risk with tools like insurance. Correctly addressed, 
citizens will also understand that, regardless of 
the manmade nature of the domain, the cyber 
environment shares many of the same complex 
characteristics as the natural environment. Once 
citizens better understand the similarities of cyber 
and nature, they will be more apt to embrace 
successful examples from the later. 

Nature is replete with examples of resilience 
gained through the adaptation strategies of 
decentralization, redundancy, and symbiosis. 
Governments can implement these strategies 
by refocusing much of the current cybersecurity 
emphasis towards rapid response, pursuing greater 
integration with the private sector, and encouraging 
the creation of a cyber-focused volunteer co-
ordination mechanism modeled after NVOAD.

The alternative, of course, is to continue 
chasing invulnerability, and starting from scratch 
after an inevitably large-scale failure. Then again, 
perhaps such a failure will be necessary. In spite of 
numerous official and unofficial warnings, many 
individuals simply do not accurately perceive the 
magnitude of current cyber risks. In many ways, 
the government fosters such ignorance through 
well-meaning, if not entirely effective, rhetoric and 
actions. Based on these conditions, who can blame 
citizens for not accurately assessing the possible 
costs of our cyber risks and taking positive action? 
Darwin would probably agree that most adaptation 
in nature required some form of crisis—else why 
change?					                ✪

The nature of complex 

systems makes it clear 

that the cyber environment 

is better described 

as a complex system.  

Consequently, policymakers 

should focus more on 

response than security.
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